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Logic-DRAM Co-Design to Exploit the Efficient
Repair Technique for Stacked DRAM

Minjie Lv, Hongbin Sun, Member, IEEE, Qiwei Ren, Bing Yu, Jingmin Xin, Senior Member, IEEE, and
Nanning Zheng, Fellow, IEEE

Abstract—Three-dimensional (3D) integration is promising to
provide dramatic performance and energy efficiency improve-
ment to 3D logic-DRAM integrated computing system, but also
poses significant challenge to the yield. To address this challenge,
this paper explores a way to leverage logic-DRAM co-design to
reactivate unused spares and thereby enable the cost-efficient
technique to repair 3D integration-induced defective DRAM cells
after die stacking. In particular, we propose to make the DRAM
array open its spares to off-chip access by a small architectural
modification and further design the defective address comparison
and redundant address remapping with an efficient architecture
on logic die to achieve equivalent memory repair. Simulation re-
sults demonstrate that the proposed repair technique for stacked
DRAM can significantly alleviate potential yield loss, with min-
imal area and power consumption overhead and negligible timing
penalty.
Index Terms—Memory repair, redundancy, 3D DRAM, 3D inte-

gration, yield.

I. INTRODUCTION

A S AN EMERGING technology, three-dimensional (3D)
integration provides a viable and promising option to

address the well-known memory wall problem in high-perfor-
mance computing systems. By stacking multiple high-capacity
DRAM dies with one or more logic dies and providing massive
inter-die interconnect bandwidth with through silicon vias
(TSVs), 3D logic-DRAM integrated systems can have drasti-
cally reduced memory access latency and increased memory
access bandwidth. The performance and power efficiency
benefits of the 3D logic-DRAM integrated computing system
were extensively evaluated and well demonstrated in many
recent works [1], [2]. However, 3D integration poses significant
challenge to the yield, which has become the major bottleneck
for the mass production of 3D integrated circuits.
Conventionally, the yield of DRAM can be significantly

improved by using redundancy repair, which replaces defective
cells with spare rows or columns [3]. Two types of one-time
programmable fuses, i.e., laser fuse and electrical fuse, are
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exploited to enable redundancy repair [4]. In general, laser fuse
is much more cost-efficient and is thus commonly employed in
wafer-level repair, whereas electrical fuse is mainly employed
to cope with a small number of failures during post-package
repair. However, these two conventional redundancy repair
techniques tend to become severely inadequate for 3D stacked
DRAM, because 3D stacking always involves many aggres-
sive process steps that tend to incur much more failures than
packaging and may even cause a certain amount of cluster
defects [5]. The continuous use of laser fuse or electrical fuse
in this situation will become either infeasible or inefficient.
Therefore, exploiting more cost-efficient repair techniques to
reduce the potential yield loss of stacked DRAM has attracted
considerable attention [6]–[9]. However, prior works mainly
focused on evaluating the potential benefits by sharing the
memory array or redundancies across multiple DRAM dies at
the architecture level, how to efficiently implement the repair
circuit and thus address the yield loss remains unclear.
Actually, once the manufacturing process of DRAM becomes

stable, a large percentage of spares equipped with laser fuses
will likely be left unused after wafer level repair. These un-
used spares have been suggested to be used to improve relia-
bility, e.g., to enhance the existing error control coding [10],
[11]. Recently, Chou et al. [12] proposed to reactivate these un-
used spares for DRAM repair after die stacking by adding extra
controlling circuit and TSVs to each redundant row or column.
Although the overall repair scheme and its yield improvement
are appealing, the proposed technique inevitably incurs a signif-
icant cost in case of a large number of redundancies and imposes
a severe limitation on the floorplan of logic die.
This paper is also interested in how to use the aforemen-

tioned unused spares to repair DRAM after die stacking in the
3D logic-DRAM integrated system. In particular, it aims to
explore a much more cost-efficient solution by fully exploiting
the availability of both logic and DRAM dies. Accordingly,
we first propose to make the DRAM array open its redundant
rows and columns to off-chip access by slight architectural
modifications. Then, we further propose to move the defective
address comparison and redundant address remapping that are
used to be designed on DRAM die into memory controller on
logic die, and implement them with an efficient architecture to
fully leverage the design flexibility of standard CMOS process.
Thus, upon a memory request, the access address is first
compared with recorded defective addresses and remapped to
redundant rows or columns if necessary on logic die. Both the
corresponding normal and redundant DRAM arrays can then be
accessed as a common memory access through generic DRAM
I/Os. Interestingly, the proposed logic-DRAM co-designed
repair technique can inherently enable the global sharing of

1549-8328 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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Fig. 1. Hierarchical structure of one DRAM bank.

redundant rows across DRAM dies and hence significantly
improve repair capability and efficiency. Evaluation results
show that the proposed logic-DRAM co-designed stacked
DRAM repair technique can significantly reduce 3D integra-
tion-induced yield loss, while its area and power consumption
overhead is very low, and its timing penalty is negligible.
The remainder of this paper is organized as follows. Sec-

tion II reviews the architecture for conventional 2D DRAM
and presents the motivation for this work. Section III presents
the basic idea and detailed implementation of the proposed
logic-DRAM co-designed memory repair architecture. Yield
improvement and hardware overhead of the proposed architec-
ture are evaluated in Section IV. Finally, Section V concludes
this paper.

II. BACKGROUND AND MOTIVATION

A. Architecture and Repair Flow for Conventional 2D DRAM
In the current large-capacity DRAM design, each memory

die generally contains one or several memory banks where each
bank is essentially an independent array that has its own address
and data bus and can be accessed concurrently. Modern DRAM
design usually employs memory array division technique to im-
prove the performance of high-density memory. Thus, DRAM
bank is actually organized as a hierarchical structure, where
each memory bank is composed of several blocks and each
block is composed of dozens of subarrays. Fig. 1 illustrates
the hierarchical structure in one memory bank for high-den-
sity DRAM [3]. During the DRAM access, several of the most
significant bits (MSBs) of the address input are first provided
to block decoder to select the corresponding memory block,
and then several other address bits are provided to main word-
line decoder to activate the corresponding subarray in the se-
lected memory block. For a DRAM array with wide data bus, a
combination of several subarrays can be concurrently activated
and accessed [13]. These subarrays share the same address bus
and each provides several data bits to form the wide data bus.
The hierarchical structure can effectively reduce the parasitic
capacitance for signal/noise ratio enhancement and charging/
discharging current reduction, and thus improve overall access
speed for large-capacity DRAM.
Subarray is the basic element of the above-mentioned DRAM

hierarchical structure. Fig. 2 illustrates the memory architecture
of one subarray in conventional 2D DRAM [14]. Each subarray

Fig. 2. Memory architecture of one DRAM subarray.

has its own address decoder and sense amplifier. Since failure
cells are inevitable in the fabrication process of DRAMmemory,
conventional 2D DRAM subarray is usually designed with sev-
eral redundant rows or columns to repair the defective cells
identified during memory test. Redundancy repair, which re-
places faulty memory cells with spare memory cells, is a widely
used technique in large-capacity DRAM chips. As shown in
Fig. 2, the input address of the DRAM access is connected
to both the address decoder and the redundancy address com-
parator. The redundancy address comparator is also connected
to recorded defective addresses, which are provided by an ad-
dress fuse box. When the address input matches the recorded
defective address, the match signal will enable the redundant
row or column driver and access the corresponding redundant
row or column; otherwise, it turns to access the row and column
in normal memory array.
Two types of fuses are used to record the defective addresses,

i.e., laser fuse and electrical fuse, both of which are one-time
programmable fuses. Laser fuse is blown by using laser en-
ergy, whereas electrical fuse is blown by applying a higher-
than-normal voltage. These fuses are exploited in different re-
pair procedures [4], as shown in Fig. 3. In general, compared
with electrical fuse, laser fuse can be processed significantly
faster and is more cost-efficient, hence is mainly employed for
wafer-level repair. While electrical fuse is mainly employed for
post-package repair, because failures that occur during pack-
aging and burn-in procedures are very few, and laser energy is
no longer applicable. In practice, DRAM chip only integrates
a few electrical fuses. Most vendors tend to only use electrical
fuse to repair single-bit failures [15].

B. Repair Challenges for Stacked DRAM
The aforementioned test and repair flow is adequate for con-

ventional 2DDRAM, but not for 3D stacked DRAM. In general,
3D stacking always involves many aggressive process steps that
tend to incur more failures than packaging and assembly and
may even cause a certain number of cluster failures [5]. More-
over, since laser machine tools cannot be employed after die
stacking, to repair these stacking-induced failures by simply
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Fig. 3. Test and repair flow for conventional 2D DRAM.

using electrical fuse is neither feasible nor cost-efficient. Fail-
ures on the redundancy may also cause those rows and columns
that have already been repaired to fail again during die stacking
process. Therefore, the conventional repair scheme will become
very insufficient for stacked DRAM design, and more efficient
repair techniques must be exploited to address these challenges.
Many works have been proposed to reduce the yield loss of

3D stacked DRAM [7]–[9], [16]–[18]. However, these works
mainly propose to share the resource across multiple DRAM
dies at the architecture level and evaluate the potential benefits
on yield improvement. Hence, the cost overhead of these works
is usually very high, and how the circuit can be implemented
to enable the desired resource sharing is largely unclear. In ad-
dition, many flexible and effective repair techniques proposed
for memory on logic die seem to also work for stacked DRAM
[6], [16]. However, these techniques are inherently designed for
small-capacity memory, and the direct use of them for stacked
DRAM is very expensive. For example, Axelos et al. [6] pro-
pose a cache-based redundancy architecture to replace faulty
memory words with a set of direct-mapped cache banks. Since
this repair technique has to locate the redundancy on logic die,
the area overhead will be unacceptable for high-density DRAM,
especially when the error rate increases and cluster errors (de-
fective rows/columns) are inevitable.
Since simply repairing on either DRAM die or logic die is

inadequate for stacked DRAM, we propose to exploit logic-
DRAM co-design to address the aforementioned challenges. In
most current 3D circuit design practices, a plurality of DRAM
dies are often stacked on logic die. As circuit design on logic
die is much more flexible and efficient than that on DRAM die,
those memory repair circuits, such as address comparison and
remapping, used to be very costly on DRAM die can be im-
plemented very efficiently on logic die. Meanwhile, the redun-
dancy that is very costly in terms of area overhead can be located
on the DRAM die, where the memory array is extensively opti-
mized for high density. Actually, DRAM venders usually tend
to provide more than enough redundancies to guarantee the high
yield because conventional redundant rows/columns located on
the DRAM die are restricted within each subarray. Once the
DRAM manufacturing process becomes stable and the yield is
ramped up, most redundancies equipped for laser-fuse-based
repair will likely be left unused and can be further exploited.
Chou et al. [12] proposed an off-chip memory repair scheme

Fig. 4. Overall flow of the proposed logic-DRAM co-designed repair tech-
nique.

that reactivates unused spares for memory repair by control-
ling the redundancy repair circuits of memory with TSVs. This
scheme is interesting and can effectively compensate for the
3D stacking-induced yield loss. However, it requires to scat-
teredly allocate a large amount of TSVs and related controlling
circuits right beside each redundancy on the logic die. This in-
evitably incurs significant cost and further imposes severe lim-
itation on the floorplan of logic die. This intuitively motivates
us to exploit logic-DRAM co-design to efficiently repair those
die-stacking-induced failures with unused spares.

III. LOGIC-DRAM CO-DESIGNED MEMORY REPAIR FOR
STACKED DRAM

A. Overall Co-Designed Architecture
To address the yield loss, we propose a logic-DRAM co-de-

sign architecture that enables efficient stacked DRAM repair
with unused spares for 3D integrated circuit. The underlying
idea can be illustrated as Fig. 4, where defective address com-
parison and remapping are moved from DRAM die to logic die,
and DRAM opens its redundant rows and columns to off-chip
access through generic I/Os. Thus, upon a memory request, the
access address is first compared with recorded defective ad-
dresses and remapped to a redundant row or column if neces-
sary. Then, we can access the corresponding normal or redun-
dant array by using a common memory access through generic
DRAM I/Os to achieve the equivalent memory repair with un-
used spares.
To implement the proposed logic-DRAM co-designed repair

architecture, we have to exploit the corresponding architecture
and circuit-level design in DRAM array, memory controlling
logic, and the interface between them. This procedure will be
described in the following subsections. Exploiting the logic-
DRAM co-design can significantly alleviate the yield loss while
considerably lowering the design overhead compared with that
in previous repair techniques.
In particular, the proposed logic-DRAM co-design architec-

ture can easily enable the global sharing of redundant rows,
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Fig. 5. Modified DRAM subarray architecture enabling the off-chip access to
redundant rows and columns.

which can significantly enhance the capability and efficiency
of redundancy repair. Since redundancy is located inside each
subarray, repair failure may occur when the local error rate is
high and the redundant rows or columns in certain subarray are
used up, even though the number of redundant rows or columns
in other subarrays remains sufficient. Therefore, inter-subarray
redundancy sharing has the potential to significantly improve
the repair rate and has been exploited in previous works.
However, the previously proposed redundancy-sharing designs
should only be among spatial adjacent subarrays in one DRAM
die [19], [20] or several vertical-stacked DRAM dies [8], [21].
Hence, their improvements on repair rate are also very limited.
In the proposed co-designed repair architecture, because of
the design flexibility enabled by moving the defective address
comparison and remapping from the DRAM die to the logic
die, the DRAM repair can utilize all the available redundancies
from any subarray on any die. This can significantly improve
the repair rate, as shown in the evaluation section.

B. Modified Architecture for DRAM Array

Opening redundant rows and columns to off-chip access is the
key to the proposed logic-DRAM co-designed stacked DRAM
repair. As described in Section II, the high-density DRAM array
usually employs memory array division technique and is or-
ganized as a hierarchical structure. The redundant rows and
columns are located inside each subarray, which has its own ad-
dress decoder and sense amplifier. Hence, opening redundant
rows and columns to off-chip access is mainly due to the design
of the DRAM subarray. Actually, the design effort required to
open redundant rows and columns is relatively simple and may
only need minimal modifications. Fig. 5 illustrates the modified
DRAM subarray architecture, which enables off-chip access to
redundant rows and columns by simply adding two small ad-
dress decoders, two MUXs, and two OR gates.
In the proposed DRAM array architecture, accessing normal

memory array or redundant rows/columns is mainly controlled

by R-Select. Let us take row activation as an example to explain
how this architecture works. When we activate redundant rows,
the R-Select is set. Hence, the row decoder to normal memory
array is disabled and the redundant row driver is enabled. The
additional MUX controlled by R-Select will also chooses the
redundant row (RR) address to activate the specific redundant
row. While when normal memory rows are activated, we reset
R-Select and enable the row decoder to normalmemory array. In
addition, the row address bus provides the normal row address.
Access to the normal or redundant column (RC) is similar that
the R-Select signal is shared by both the redundant rows and
columns in different time slots.
In the proposed DRAM architecture (Fig. 5), normal and re-

dundant addresses share the same address bus routing network
to subarray, and subarrays share the same single R-Select signal.
This can substantially mitigate the potential area overhead be-
cause of extra address wires. However, for the DRAM con-
figuration with wide data bus that multiple subarrays are acti-
vated and accessed concurrently, the address bus sharing solu-
tion tends to seriously degrade the repair efficiency, as all the
involved subarrays have to be simultaneously repaired as long
as one of them has a defective cell in the target address and the
majority of redundancies are wasted. Nevertheless, as the re-
dundancies provided in DRAM array are more than enough and
the global sharing of redundant rows enabled by the proposed
logic-DRAMco-design can significantly enhance the repair effi-
ciency, the final repair rate is still satisfactory according to eval-
uation in Section IV.
Note that the proposed redundancy repair architecture that

opens redundant rows and columns to off-chip access exerts no
negative effect on the redundancy already used for laser-fuse-
based repair. As when the R-Select is invalid, the address com-
parators can normally operate. Leveraging the proposed logic-
DRAM co-designed repair also makes the DRAM array do not
need electrical fuse on the DRAM die any more. Removing the
electrical fuses and related voltage charge pump circuits can
substantially reduce the cost of DRAM design.

C. Address Remapping in Memory Controlling Logic

As DRAM array opens both its normal array and redundant
array to off-chip access, we can leverage address remapping on
logic die to achieve memory repair instead of the fuse-based
circuits on DRAMdie.Moreover, as logic circuit design is much
more flexible, we can design much more advanced and efficient
architecture to effectively repair defective cells.
Fig. 6 illustrates the proposed address remapping architecture

design used in memory controlling logic.We can see that the ad-
dress remapping is mainly realized by leveraging two fully asso-
ciative remapping buffers. Let us take Row Remapping Buffer
as an example. The fully associative Row Remapping Buffer
holds the defective row addresses in its tag portion and the cor-
responding remapped redundant addresses in its data portion.
Considering that the Row Remapping Buffer may not be always
full, we can add one valid bit to each tag to indicate whether or
not it contains the defective row address, which can be lever-
aged to reduce access energy of the Row Remapping Buffer.
The operation of this fully associative Row Remapping Buffer
itself is very simple. During DRAM memory row activation,
the target row address is compared with all the valid tags and
the corresponding redundant row address is accessed in case of
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Fig. 6. Proposed address remapping architecture design in memory controlling
logic.

a hit. Finally, both the remapped memory address and the redun-
dant row hit signal are provided to memory controlling logic to
decide the final target memory location.
The proposed address remapping buffer design is critical for

enabling the global sharing of redundant row. As all the de-
fective addresses and available redundancies on DRAM dies
are collected and managed together, defective row repair is no
longer limited to use redundant rows within the same subarray.
Instead, the Row Remapping Buffer can determine to use all the
available redundancies from any subarray on any die without
any extra design effort. We should also point out that, it is inef-
ficient to share the column redundancies, as column redundancy
can only be accessed after a certain row activation. Sharing
column redundancies across different DRAM rows may incur
extra row activation and hence complicate the DRAM access.
Therefore, global sharing is restricted only to redundant row re-
pair in this study.
The tag and data portions of these remapping buffers, i.e., de-

fective and the corresponding redundant addresses, can be sup-
plied from embedded or external non-volatile memories such as
antifuse one-time programmable (OTP) ROMor Flash memory.
During the test procedure after die stacking, when DRAM dies
have stacked on logic die, the automatic test equipment (ATE)
tests the stacked DRAM, identifies all defective cells and al-
locates the unused spares by repair analysis for each 3D IC.
The repair data, which include defective row/column addresses
and corresponding redundant addresses, are stored in the non-
volatile memory within the system and loaded into Row and
Column Remapping Buffers in case of power on.

D. A Case Study on Interface Design

Given that the DRAM array has opened both its normal and
redundant arrays, and memory request can correctly identify the
defective address and remap it to redundancy, the last thing to
do is to properly deliver failure and repair information from
logic die to DRAM dies. The current standard DRAM interface
I/O needs to be extended to deliver extra data, such as remap-
ping buffer hit and redundant address. With 3D integration tech-
nology, the way to extend DRAM interface as required is easy

TABLE I
COMMAND TRUTH TABLE FOR THE PROPOSED DRAM I/O INTERFACE

and quite diversified. In this paper, we just present and discuss a
case study by extending the JEDEC Wide I/O Single Data Rate
standard [22].
Table I shows the command truth table for the proposed

DRAM I/O interface by extending the aforementioned Wide
I/O standard. We only add the I/O of RES# into Wide I/O
interface. RES# is a single bit I/O signal that indicates whether
or not the target address is defective and is set as valid (L) by
RR Hit or RC Hit from Row or Column Remapping Buffer.
Accordingly, the additional RES# adds three new commands
to the truth table (Table I), i.e., ACTIVE with Repair, READ
with Repair, and WRITE with Repair, where all the commands
share the same address bus I/Os.
The timing diagram is illustrated in Fig. 7 to demonstrate the

use of these commands. During row activation, if the target row
is failure free and Row Remapping Buffer misses, RES# is set
as invalid (H), normal ACTIVATE command is sent to DRAM,
and ADD delivers the address of normal row; however, if the
target row contains failure cells and Row Remapping Buffer
hits, RES# is set as valid (L), ACTIVATE with Repair com-
mand is sent to DRAM, andADD delivers the corresponding ad-
dress of redundant row. During column write/read, if the target
column is failure free and Column Remapping Buffer misses,
RES# is set as invalid (H), normal WRITE/READ command
is sent to DRAM, and ADD delivers the address of the normal
column. If the target column contains failure cells and Column
Remapping Buffer hits, RES# is set as valid (L),WRITE/READ
with Repair command is sent to DRAM, and ADD delivers the
address of the corresponding redundant column.
We note that Table I is not a complete truth table for stan-

dard DRAM I/O interface; only three representative commands
and their extension are illustrated in this table. However, other
commands can also be easily extended in a similar way. More
important, the extended I/O interface is fully compatible with
the existing JEDEC Wide I/O standard, and the extended com-
mands are only issued when RES# is set as valid (L). In ad-
dition, as we only add an extra I/O signal to the interface, the
required modification to control logic on DRAM die is rela-
tively very small. Moreover, the proposed interface design by
adding a single RES# I/O signal is a relatively straightforward
and cost-efficient solution. The additional I/O signal can be fur-
ther eliminated by fully multiplexing the original command and
address I/O signals. However, this procedure tends to compli-
cate the interface timing and may even degrade the throughput.
We can also add more I/O signals to deliver additional informa-
tion, such as the location address of defective subarray among
all the concurrently accessed subarrays. Thus, together with the
DRAM array design, the repair capability can be improved fur-
ther at the cost of increased overhead.
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Fig. 7. Timing diagram of the proposed DRAM I/O interface.

IV. EVALUATION RESULTS

A. Yield Improvement

Let us use a 1 Gb Wide I/O Single Data Rate DRAM pre-
sented in [23] as an example to discuss the yield improvement
and the following overhead and timing penalty. The DRAM die
has 4 channels, each comprising 2 banks and each bank con-
taining 32 blocks. Each block is further divided into 32 sub-
arrays. Considering that each single channel has 128 DQs, we
assume that 32 subarrays in one block is concurrently activated
and that each subarray provides 4 data bits. Thus, each subarray
contains 256 wordlines and 512 bitlines. We assume that each
subarray is equipped with 4 redundant rows and 16 redundant
columns. During redundant column repair, 4 consecutive bit-
lines are repaired together by 4 consecutive redundant columns
in each subarray. The redundant rows can be utilized across dif-
ferent subarrays enabled by the global sharing, whereas the re-
dundant columns can only be used to repair within each sub-
array. Moreover, due to address bus sharing, those concurrently
accessed subarrays must be simultaneously repaired as long as
one of their target addresses has a defective cell.
To evaluate the yield improvement of the proposed repair

architecture, we build a simulator with the following charac-
teristics. We use a negative binomial distribution defect model
[24] and consider both single-bit defective cells and cluster de-
fects. The percentages of single-bit defective cells, defective
rows, and columns are set as 50%, 25%, and 25%, respectively.
This simulator can support us to inject defects into random lo-
cations across the DRAM die and evaluate the repair rate. The
repair-most analysis approach proposed in [25] is used to allo-
cate the spare rows and columns for defective cells and rows/
columns. Since pre-stacking repair may use some spares and
post-stacking repair rate is partially determined by the unused
spares, the simulator needs to inject and repair defects in each
die twice. During the first round, we randomly inject defects
into each die, repair them with spares, and record the occupied
spares. During the second round, we randomly inject defects
into the known good dies, repair them with unused spares, and
analysis the repair rate. The location of defect injection covers
the spares, and the situations that spares either used for pre-
stacking repair or remaining unused become defective during
die stacking are taken into consideration.
To simplify the yield improvement evaluation, we assume

that DRAM yield is only determined by the repair rate and
can be affected by the defect density incurred both prior to and

Fig. 8. Yields of the evaluated 1 Gb stacked DRAM with and without the pro-
posed repair after die stacking: (a) without repair after die stacking, the yield
decreases dramatically as increases, and (b) with the proposed repair after
die stacking, the yield is stable and kept above 91.27%.

during 3D integration. Accordingly, we let represent the av-
erage defect density (faults/die) incurred prior to the 3D integra-
tion and let represent the average defect density (faults/die)
incurred during 3D integration. For each defect density sce-
nario, we simulate 10 000 instances. Fig. 8 illustrates the sim-
ulated yield of 3D DRAM with and without repair after die
stacking by varying from 0 to 300 faults/die and from 0
to 100 faults/die respectively. Fig. 8(a) shows that without the
repair after die stacking, the compound yield of the 3D stacked
DRAMdrastically decreases from 100% to 0%with the increase
of , even when is very low. Whereas the compound yield
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Fig. 9. Yield comparison for the evaluated 1 Gb stacked DRAM among the
proposed repair techniques with and without global sharing of redundant rows,
and Chou et al.'s technique [12] with different configuration, when the average
defect density incurred prior to 3D integration is 300 faults/die.

keeps relatively muchmore stable for , due to the memory re-
pair before die stacking. Fig. 8(b) shows that, with the proposed
repair after die stacking, the compound yield is significantly im-
proved and can be kept above 91.27% even when is as high
as 100 faults/die. This result further demonstrates that repair
after die stacking is indispensable for the 3D logic-DRAM inte-
grated system and that the proposed logic-DRAM co-designed
repair approach can significantly alleviate potential yield loss.
The global sharing of redundant rows enabled by the pro-

posed logic-DRAM co-designed repair is important to improve
the yield of stacked DRAM. Fig. 9 shows the yield comparison
between the proposed repair technique with and without global
sharing of redundant rows, when the average defect density in-
curred prior to 3D integration is set as 300 faults/die. We can
see that the global sharing of redundant rows can steadily in-
crease the compound yield from 72.35% to 91.27%. Moreover,
the global sharing of redundant rows tends to be more effective
when more DRAM dies are stacked and the capacity of stacked
DRAM increases. The main reason is that multi-die stacking
tends to require a higher yield for each single die and provide
more redundancies for sharing as well. Accordingly, we eval-
uate a 2-die stacked 2 Gb DRAM and compare the yield of the
proposed repair technique with and without global sharing.
Moreover, we further compare the proposed global sharing

with other vertical inter-die redundancy sharing approaches
[8], [21]. Fig. 10 illustrates the evaluation results for the yield
comparison when the average defect density incurred prior to
3D integration is 300 faults/die for each single die. We can
see that without global sharing, the yield of the 2-die stacked
DRAM is lower and decreases more sharply than that of the
single-die stacked DRAM. However, the global sharing of
redundant rows across the two dies can improve the yield from
50.86% to 83.73%. Although vertical inter-die redundancy
sharing can also improve the yield to some extent, its efficiency
is much lower compared with that of global sharing.
The repair capability of the proposed repair is also compared

with Chou et al.'s technique [12] in Fig. 9 and Fig. 10. As Chou
et al.'s technique repairs stacked DRAM by adding extra con-
trolling circuit to redundancy, its repair capability is propor-
tional to the overhead incurred by the controlling circuit. To

Fig. 10. Yield comparison for the evaluated 2-die stacked 2 Gb DRAM among
the proposed repair without global sharing, with vertical inter-die redundancy
sharing [8], [21] and global sharing of redundant rows, and Chou et al.'s tech-
nique [12] with different configurations, when the average defect density in-
curred prior to 3D integration is 300 faults/die.

TABLE II
YIELD OF DIFFERENT CONFIGURATIONS ON CONCURRENTLY ACCESSED

SUBARRAYS FOR THE EVALUATED 1 Gb STACKED DRAM

All the subarrays in one block are concurrently accessed.

maximize its repair capability, each redundancy should be con-
figured with its dedicated control circuit and be used indepen-
dently. However, this tends to incur significant overhead, as dis-
cussed in the following subsection, and is thus infeasible. Refer-
ence [12] further mentioned that the design overhead can be sig-
nificantly reduced if several redundancies share the same con-
trol circuit and are simultaneously repaired. Therefore, the re-
pair capability of Chou et al.'s technique depends on the Control
circuit/Redundancy Ratio (CRR). In the evaluation, we simulate
Chou et al.'s technique with three CRR configurations, i.e., 1:1,
1:2, and 1:4. Figs. 9 and 10 show that the repair capability of the
proposed technique is comparable with the best result of Chou
et al.'s technique. Moreover, the yield of Chou et al.'s technique
dramatically decreases when control circuit sharing is employed
to redundancies to reduce the overhead.
As we discussed in Section III-B, due to the address bus

sharing solution, all the concurrently accessed subarrays have
to be simultaneously repaired as long as one of them has a de-
fective cell in the target address. This tends to seriously waste
redundancies and degrade the repair efficiency in case of wide
data bus. Accordingly, we simulate the yield of different config-
urations on concurrently accessed subarrays for the evaluated
1 Gb stacked DRAM and illustrate the results in Table II. We
can tell that, due to the global sharing of redundant rows, the
yield remains relatively steady as the number of concurrently
accessed subarrays increases. Of course, the repair capability
will be reduced when the data bus becomes wider and more
subarrays are concurrently accessed. However, it is not efficient
for DRAM design to concurrently activate and access too many
subarrays, as this will significantly reduce the signal/noise ratio
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TABLE III
CACTI REPORT FOR FULLY ASSOCIATIVE ROW AND COLUMN REMAPPING

BUFFER WITH DIFFERENT ENTRIES AT 50 nm TECHNOLOGY NODE

and increase charging/discharging current. Therefore, the wider
data bus should be achieved by exploiting the multi-channel de-
sign as the referred wide-I/O DRAM work [23] does.

B. Overhead Analysis
The additional area overhead of the proposed repair design

is mainly due to 1) the fully associative address remapping
buffers on logic die that hold the defective addresses and the
corresponding redundant addresses; 2) the redundant address
decoders, MUXs, and OR gates that are added into each sub-
array on DRAM die; 3) the routing wire of R-Select delivered
to each subarray on DRAM die; and 4) the additional interface
and related control circuit design.
For the evaluated 1 Gb wide I/O DRAM, the defective row

address in each remapping buffer entry should be 16 bits, i.e., 3
bits for 8 banks, 5 bits for 32 blocks, and 8 bits for 256 intra-sub-
array rows. Meanwhile, the redundant row address should be 10
bits because each subarray only has 4 redundant rows. Similarly,
the defective column address should be 15 bits, i.e., 3 bits for
8 banks, 5 bits for 32 blocks, and 7 bits for 128 intra-subarray
columns, and the redundant column address should be 2 bits for
4 intra-subarray redundant columns. CACTI 6.0 [26], a widely
used cache modeling tool, is used to estimate the performance
and overhead of the proposed address remapping buffers at 50
nm technology node. During the simulation for yield improve-
ment, we found that for the defect density of 100 faults/die,
the maximum numbers of used redundant rows and columns are
243 and 177 respectively. Hence, we simulate the fully associa-
tive buffers with 128, 256, and 512 entries. Table III lists the
corresponding modeling results produced by CACTI, including
area, dynamic energy, and access time. Clearly, the area cost
of address remapping buffers is quite low; in particular, it only
takes 7097.4 for a 256-entry Row Remapping Buffer and
a 256-entry Column Remapping Buffer. Non-volatile memory
may also be needed to store repair data for address remapping
buffers. However, this extra storage overhead can be neglected
because the computing system or system-on-chip (SoC) always
integrates large-capacity non-volatile memory in itself for pro-
gram and configuration data.
To estimate the overhead of the redundant address decoders

and logic gates added to each DRAM subarray, we implement
two 2–4 decoders and associated logic gates in 65 nm tech-
nology. Their overall area is only 5.76 , whereas the area
of DRAM subarray (256 512) is approximately 3666 in
our design practice. In fact, commercial DRAM has already in-
tegrated similar redundant address decoders and logic gates for
internal testing. Therefore, the logic circuit can be efficiently
reused for the proposed repair, and the extra area overhead is
negligible. The area overhead incurred by the routing wire of

Fig. 11. Yield vs. number of required memory blocks.

R-Select is roughly estimated in accordance with the result in
[2]. The H-tree network occupies approximately 26% of the
total area in a 1 Gb DRAM and only add 1 bit is added to
the 159-bit bus (data and address). Hence, the area overhead is
below 0.16% of the overall DRAM die.
The area overhead for interface design includes the extra TSV

for RES# and the modification to controlling circuit. We assume
the use of the cuboid copper TSV with a square
cross section, a 50 length, a 200 nm silicon dioxide linear
thickness, and a 50 nm diffusion barrier. The landing pad has
a square area of , and a keep out zone of
1.04 [27]. The area overhead (approximately 78.15 )
is very small because only one extra TSV is needed for RES#.
The induced area overhead can also be neglected because the
modification to controlling circuit is only due to RES#.
In summary, the area overhead of the proposed repair tech-

nique is mainly incurred by address remapping buffer on logic
die and is relatively very low (7097.4 ) compared with that
of typical processor or SoC design. Compared with [12], this
paper provides a much more efficient technique to reactivate the
unused spare for 3D integration repair. The technique in [12]
has to take approximately 1855 for each redundancy re-
pair after 3D integration; thus, it becomes too expensive when
we need to repair with hundreds of redundancies. In addition,
the TSV and related controlling circuit must be located scat-
teredly on the logic die right beside each redundancy, which
will further impose severe limitation on the floorplan of logic
die. Considering the aforementioned yield comparison in Fig. 9
and Fig. 10, we can conclude that the repair technique proposed
in the present study is much more cost-efficient than that pro-
posed in [12].
We should also point out that, the idea to reactivate unused

redundancies saves a considerable amount of area overhead.
Prior works [6], [16] that proposed to provide redundancy with
extra SRAMmemory on logic die is very inefficient for DRAM
repair, especially when the DRAM capacity is large and the
defect density is high. Although single-bit defective cells can
be repaired at a very low cost, defective rows and columns can
only be repaired by the memory block of hundreds of memory
cells. Fig. 11 illustrates the required number of memory blocks
for cluster defect repair at different yield rates. A total of 136
memory blocks are needed for the yield of 91.27%, which
means at least 8.7 KB SRAM memory for a 1 Gb single die
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DRAM. The area overhead is too expensive for logic design
because the required memory blocks are linearly increased with
the capacity of DRAM.
The power consumption overhead should also be considered

and carefully evaluated. For the proposed memory repair de-
sign, the memory controller on the logic die must access the
fully associative address remapping buffers for each DRAM
access, which tends to increase the dynamic power consump-
tion. According to [23], when the wide I/O DRAM runs at its
full speed of 200 Mb/s data rate and 12.8 GB/s bandwidth, the
dynamic power consumption of both DRAM array and I/O is
approximately 484.2 mW. According to the CACTI report in
Table III, the dynamic energy for one access to a 256-entry
Column Remapping Buffer is 0.88 pJ. For the data access rate
of 200 MHz, the dynamic power consumption of the Column
Remapping Buffer is below 0.176 mW. Hence, the power con-
sumption overhead of the proposed address remapping buffer
design is only as low as 0.036%.

C. Performance Analysis
As shown in Fig. 7, the proposed interface I/O protocol is

fully compatible with the existing wide I/O standard and does
not add any delay cycle even when accessing a defective ad-
dress. The modification to the control logic and memory array
on DRAM die is also quite small and will not incur noticeable
delay to the overall access time. Therefore, the performance
evaluation in this study mainly focuses on the timing penalty
induced by the address remapping buffers on the logic die.
According to the CACTI report in Table III, access times for

the 256-entry Row Remapping Buffer and 256-entry Column
Remapping Buffer are 0.39 ns and 0.29 ns, respectively. Mean-
while, the highest working frequency ofmemory controlling cir-
cuit on logic die should be 200 MHz to match the maximum I/O
data rate. Hence the minimum cycle time should be 5 ns. Access
time to the 256-entry address remapping buffer only occupies
less than 7.8% of the total cycle time of the memory control-
ling circuit and can be easily hidden inside each cycle. More-
over, the time budget for accessing the address remapping buffer
is actually sufficient because the access addresses are usually
first stored into the scheduling queue and then transferred after
several clock cycles. Therefore, the proposed Row and Column
Remapping Buffers will not incur any noticeable timing penalty
to the memory controlling circuit design.

V. CONCLUSION
This paper aims to leverage logic-DRAM co-design to effi-

ciently repair 3D integration-induced defective cells in stacked
DRAM with unused spares. By making the DRAM array open
its redundancy to off-chip access and designing the defective
address comparison and redundant address remapping in the
memory controller on the logic die, we can directly access the
corresponding redundancy as a common DRAM access through
generic interface I/Os if necessary. Hence, the unused spares
after wafer level repair can be efficiently reactivated to repair
the defective DRAM cells incurred by 3D integration. Evalua-
tion results show that the proposed repair technique for stacked
DRAM can significantly alleviate the 3D integration-induced
potential yield, while only incurring very low area and power
consumption overhead and negligible timing penalty.
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