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Abstract—Themassive and irregular load surges challenge datacenter power infrastructures. As a result, powermismatching between

supply and demand has emerged as a crucial availability issue inmodern datacenters which are either under-provisioned or powered by

intermittent power sources. Recent proposals have employed energy storage devices such as the uninterruptible power supply (UPS) to

address this issue. However, current approaches lack the capacity of efficiently handling the irregular and unpredictable powermismatches.

In this paper, we proposeHybrid andHierarchical Energy Buffering (HHEB), a novel heterogeneous and adaptive scheme that could enable

various energy storage devices (ESDs) to be efficiently integrated into existing datacenters for dynamically dealing with powermismatches.

Our techniques exploit the diverse characteristics of different ESDs and intelligent load assignment algorithms to improve the dependability

and efficiency of datacenter power systems.We evaluate the HHEBdesign with a prototype. Compared with a homogenous battery energy

buffering system, HHEB could improve energy efficiency by 39.7 percent, extendUPS lifetime by 4.7X, promote energy availability by 3.2X,

reduce systemdowntime by 41 percent, and effectively improve the energy availability of various energy buffers in different hierarchies. It

allows datacenters to adapt to various power supply anomalies, thereby improving operational efficiency, dependability and availability.

Index Terms—Datacenters, power management, energy storage, efficiency, dependability

Ç

1 INTRODUCTION

POWER-RELATED costs, including capital (CAP-EX) and
operating (OP-EX) expenses, have become a significant

fraction of Total Cost of Ownership (TCO) of datacenters. It
is predicted that the power consumption of world datacen-
ters alone will approach 1,000TWh within a decade (2013-
2025), which is more than the total power now used for all
purposes by Japan and Germany combined [1]. The huge
power demands not only imply significant electricity cost
expenditures but also lead to tremendous carbon emission.
Therefore, Industry and academia alike are focusing more
on the new perspectives of improving datacenter power effi-
ciency and costs. Currently, there are two primary techni-
ques: (1) aggressively under-provisioned datacenters power
infrastructures (a.k.a., power under-provisioned datacen-
ters), which has been proved as a meaningful methodology
to dramatically reduce infrastructure capital expenditure
(CAP-EX) and monthly recurring operating expenditure
(OP-EX) [2], [3], [4], [5], [6], [7], [8]; (2) renewable energy

integration into datacenter facilities. To effectively reduce
carbon emission, not only academia has started to study the
intermittent renewable energy power management schemes
[9], [10], [11], [12], [13], [14], [15], [16], [17], [18], but also
many IT companies, such as Microsoft, Apple, Google, etc.,
have begun to build renewable energy powered datacenters
[19], [20], [21], [22], [23].

The above two power provisioning schemes can signifi-
cantly reduce electricity cost and carbon emission. How-
ever, the power dependability and efficiency issues caused
by power mismatches are more deteriorative, since (1)
power under-provisioned datacenters intentionally sub-
scribe lower power supply infrastructures, which may lead
to power budget violations due to the irregular and bursty
service requests, and (2) the nature of renewable power
sources is intermittent and fluctuated, and it may exceed
(i.e., valley power) or lower (i.e., peak power) than power
demands even if the latter are stable.

We classify existing proposals of handling the power
mismatching issue into two categories: (1) performance scal-
ing techniques on the power demand side, and (2) energy
sources tuning mechanisms on the power supply side.
Among those, the performance scaling techniques primarily
leverage server power state tuning (e.g., DVFS and ACPI
techniques [24], [25], [26]) and workload scheduling for
load balance to accommodate runtime power budget or
track the fluctuated renewable energy budget [11], [14], [15],
[16], [27]. These approaches can forcefully cap power mis-
matches at the cost of performance degradation. Recently,
a new tuning knob on the power supply side, the energy
storage devices (short for ESDs, e.g., UPS batteries),
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is repurposed to shave peak power mismatching [6], [7], [8],
[28], [29], [30], [31], [32], [33]. Compared with performance
scaling schemes, the energy buffer technique can effectively
improve power availability of datacenter while mitigating
performance penalty.

We notice that UPS batteries manifest several disadvan-
tages if they are used to improve power dependability and
address the power mismatching issues: (1) batteries have
limited lifetime cycle (approximate 2000 to 3000 cycles [34]).
Frequent discharging can lead to a much shorter lifetime [35];
(2) large discharge current may lead to less usable capacity
(known as the Peukert’s law effect) [36]; and (3) to avoid
battery overheating during charging, batteries cannot be
recharged very fast with large charging current. In addition,
the low energy efficiency is anothermajor drawback of batter-
ies – the, round trip energy loss can reach to 15-20 percent
[37]. Therefore, can we find a new way to gracefully handle the
power mismatching on the power supply side while avoiding these
limitations of batteries?

In this paper, we propose a different power provis-
ioning scheme—Hybrid and Hierarchical Energy Buffering
(HHEB), which fully utilizes the advantages of incorporat-
ing various energy buffer technologies and deploying the
energy buffers in different hierarchies of datacenter to effi-
ciently handle power mismatching. The design can effec-
tively improve power dependability and energy efficiency
of datacenters. Specifically, we integrate super-capacitors
(a.k.a., ultra-capacitors) with conventional UPS systems as
a hybrid energy buffer to provide an additional layer of
safety for datacenters in the event of unexpected power mis-
matches. Super-capacitors (SCs) have emerged as a promis-
ing alternative to batteries [38]. They have the following
advantages: (1) high efficiency and low round-trip energy
loss, (2) allowing fast charging and discharging with a high
current, and (3) two to three orders of magnitude more life
cycles than batteries [37], [38]. However, currently SCs are
still too expensive for the large-scale, exclusive deployment
in datacenters. As a result, the hybrid energy buffering
system provide a more feasible and attractive solution.

When transmitting from homogeneous energy buffer to
hybrid and hierarchical energy buffer technologies, chal-
lenges arise as the latter requires more intelligent power
management schemes among various energy buffers in dif-
ferent hierarchies to achieve efficiency and economy: (1) for
a given peak power mismatching scenario, there exists an
optimal schedule of discharging that could provide the lon-
gest discharging duration. Note that the optimal discharg-
ing point often shifts as the available stored energy changes
in either batteries or SCs, (2) for a given valley power charg-
ing opportunity, the energy buffers should be rapidly
charged so that they can supply enough energy prior to the
following peak power mismatching, and (3) the ESDs in dif-
ferent hierarchies should be coordinately managed for high
efficiency and low cost. What is more, from the perspective
of energy efficiency, the ideal usage pattern of heteroge-
neous energy buffers also depends on different power mis-
matching scenarios.

In this paper, we makes the following contributions:

� We explore hybrid and hierarchical energy buffers
as new tuning knob on the datacenter power sup-
ply side to handle the irregular power mismatches.
By comparing the cost, lifecycle, discharging rate,
energy efficiency etc. among various ESDs, we

demonstrate the design feasibility of heteroge-
neous and hierarchical energy storage buffering in
datacenters.

� We propose HHEB, an efficient hybrid and hierarchi-
cal energy buffering based power provisioning archi-
tecture that could enable various energy storage
devices to be efficiently integrated into existing
datacenters for improving the dependability and
efficiency. The architecture of HHEB is based on dis-
tributed and reconfigurable energy storage scheme
which is easy to scale out and configure in datacenters.

� We present a hybrid and hierarchical power man-
agement framework, which can intelligently assign
different ratio of the server loads to appropriate
hybrid energy buffers in different hierarchies for
high power dependability and efficiency during
power mismatching events. The power management
framework can autotune the load assignment and
self-optimize its assignment performance.

The rest of this paper is organized as follows. Section 2
discusses related work; Section 3 provides the background
and motivation of handling power mismatching. Section 4
characterizes the hybrid energy buffers and highlights the key
design considerations. Section 5 presents the hybrid and
hierarchical power provisioning architecture. Section 6 pro-
poses the power management policies for HHEB. Section 7
describes our prototype system and experimental methodol-
ogy. Section 8 presents the evaluation results and Section 9
concludes this paper.

2 RELATED WORK

2.1 Novel Datacenter Power Provisioning Schemes
With the increasing of scale and capacity, modern data-
centers become more power-constrained and carbon-
constrained. To address these issues, many novel power
provisioning schemes begin to spring up recently [2], [3],
[4], [5], [6], [7], [8], [13], [14], [15], [16], [17], [18], [30], [39],
[40], [41], [42], [43]. Wang et al. [30] proposed to virtualized
power provisioning scheme in datacenters, their vPower can
significantly improve system utilization and application
performance when working in under-provisioned power
infrastructure. Pelley et al. [5] presented a dynamic power
provisioning scheme for datacenters. Their Power-Routing
exploits shuffled topologies to dynamically connect the
servers and diverse PDUs while balancing the workload
across the PDUs for reducing the power infrastructure pro-
visioning cost. Meanwhile, there are many renewable power
provisioning schemes for datacenters to reduce carbon
emission [13], [14], [15], [16], [17], [18]. In this paper, we pro-
pose hybrid and hierarchical energy buffer provisioning
scheme for datacenters. Especially, we focus on dispatching
hybrid energy buffering to dynamically and efficiently han-
dle the power mismatching in the emerging power under-
provisioned datacenters and renewable energy powered
green datacenters.

2.2 Energy Dependability Study and ESDs
in Datacenter

Recent efforts have also started to repurpose energy storage
devices [6], [7], [8], [29], [30], [31], [32], [44], [45], [46], [47],
[48], [49], [50], [51], [52], [53] to address datacenter energy
availability issue for high power dependability while guaran-
teeing load performance.
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Govindan et al. [6] discussed the benefits and limitations of
leveraging energy storage device (ESD, e.g., lead-acid batteries)
in datacenters to reduce datacenter peak power cost. Nonethe-
less, the proposed centralized architecturemay incur 10-15 per-
cent energy loss due to double-conversions. Kontorinis et al.
[29] proposed distributed energy storage system (per-server
UPS) to store energy during low load activity periods and use
the energy to shave each server’s peak. Both Yu [45] and Guo
[46] proposed the battery based load scheduling and energy
management policies in datacenter for costminimization.

As battery manifests many limitations in energy efficiency,
charging/discharging, etc., several recent studies have tried
to explore other ESDs as new tuning knob [31], [32], [33], [47],
[48], [49], [50]. Zheng et al. [31] exploited centralized thermal
energy storage (TES) to shaving peak power in datacenters.
As limited by the response time, they also combine the con-
ventional UPS system to handle the frequent and transient
peaks. Guo et al. [47] leveraged thermal storage to facilitate
green energy integration and reduce the cost of brown energy
usage. Li et al. [48] further studied fuel cell as energy storage
device to efficiently handling power surges. Likewise, SCs
have also grabbed certain attention in recent characterization
work [32], [49]. Wang et al. [32] studied the multiple ESDs
provisioning technology and placement options for datacen-
ters. However, the major distinction of the two work includes
two aspects: (1) ESD energy dispatching and controlling algo-
rithms. Wang’s work presents a theoretical framework for
capturing important characteristics of different ESD technolo-
gies, and explore the trade-offs of placing ESDs at different
power hierarchies. Their work emphasizes the characteriza-
tion of multiple ESDs. However, we further propose the ESD
energy dispatching algorithms for different workload power
demands at the three power hierarchies. (2) ESD power
control architecture and real prototype system. Wang’s work
investigated the energy storage provisioning - what, where
and how much—in the datacenter for Demand Response
(DR), and they propose a theoretical model about on energy
storage technologies/characteristics. However, our work
further study how to design an ESD power control and place-
ment architecture at the three power hierarchies in datacenter,
and how to implement the energy efficient hybrid and hierar-
chical design in a real prototype.

3 BACKGROUND AND MOTIVATION

3.1 Power Under-Provisioned Datacenters
Conventional datacenter power infrastructures are com-
monly over-provisioned based on the nameplate rating
power of all the servers, but this incurs significant power
overhead and low power infrastructure utilization [2]. To
this end, many datacenters today start to underprovision
power infrastructures [2], [3], [4], [5], [6], [7], [8]. To detail
the benefits and disadvantages of the schemes, we analyze
the different power provisioning rates based on a

Google cluster workload trace [2], [32], as shown in
Fig. 1a. We assume four different power provision rates
(P1-P4). Among those, P1 is an over-provisioning scheme
and can cover all peak demands. P4 is an under-provision-
ing scheme and only supplies 40 percent power budget for
the datacenter loads. We define the maximum efficiency of
power provisioning utilization (MEPPU) as:

MEPPU ¼
PT

t¼0 DtfP > P 0g
T

� 100%: (1)

In Eq. (1),t is the accumulated time, during which power
demands (P) exceeds the provisioned power budget (P’), T is
the total load running time. Aggressively under-provisioning
power infrastructure can yield high MEPPU and low infra-
structure capital cost (capital cost is propotional to the provi-
sioned IT power facility, estimated as $10-20 per Watt [3], [6],
[8]). Nevertheless, the under-provisioning power infrastruc-
ture incurs more power mismatching, which degrade load
performance if they are forcedly capped. Therefore, the power
mismatchings are more easily appear in the power under-
provisioning datacenter.

3.2 Renewable Energy Powered Datacenters
Provisioning clean renewable energy into datacenters can
alleviate their carbon emissions. However, due to the intrin-
sic output fluctuation of renewable energy, intermittent
power mismatching is one of the greatest challenges for the
dependability of the renewable energy powered datacenters.
Recent proposals leverage load deferment and load schedul-
ing [9], [10], [11], [12] to match demand to the intermittent
supply, which may violate the service level agreement and
are not suitable for performance oriented datacenters.
Another approach is to utilize largescale battery farms to
shave the powermismatches for performance consideration.

During the peak power, the load can draw additional
energy from batteries, and during the valley power, the sur-
plus renewable energy can recharge batteries. Since the
renewable energy generation is time-varying, it is critical
for batteries to make the most of the opportunities of each
power valley to store more energy. Therefore, the efficiency
of renewable energy utilization (REU) is a crucial consider-
ation to maximally utilize the green energy for intermittent
power mismatches handling. The REU can be defined as:

REU ¼
PT

t¼0 BatRE þPT
t¼0 LoadRE

� �
PT

t¼0 SourceRE
� 100%: (2)

In Eq. (2), BatRE is the renewable energy stored in batteries,
LoadRE is the renewable energy used for load and SourceRE
is the total amount of renewable energy generation.

Typically batteries have the upper bound of charg-
ing current and cannot timely absorb all the renewable energy
during the very deep power valleys, which wastes renewable
energy and leads to low efficiency of REU. Consequently, we
need alternative energy storage deviceswithout the limitation
of upper-bound charging current, which can take advantage
of the deep valley power mismatching opportunities to maxi-
mally absorb intermittent renewable powered and improve
the power efficiency and availability.

4 HYBRID ENERGY BUFFERS: CHARACTERIZATION

AND KEY DESIGN DISCUSSION

4.1 Characterization and Comparison
Hybrid ESD Design Space Discussion. Continuing technologi-
cal advances have provided us increasing opportunities to

Fig. 1. Modern datacenters in under-provisioned power infrastructure.
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employ competitive ESDs for improving the dependability
and efficiency of emerging datacenter. In Fig 2, the radar
chart compares different ESD technologies in terms of their
key parameters (the results are normalized to the maximum
value among the five ESDs). All the reported parameters
are excerpted from [6], [8], [31], [32], [33], [34], [35], [36],
[37], [38]. Power Density/Energy Density (Wh/L) deter-
mines the “volume” (real-estate) that needs to be provi-
sioned in the datacenter to sustain the power demands.
Lifetime (#discharging cycle) is the total number of charg-
ing/discharge cycles before the battery maximum charging
capacity drops below 80 percent of the original battery
capacity. Self-discharge (%) is the loss energy after charging
even when they are not being charged. Float life (#discharg-
ing cycle) is the total cycle when battery stay at floating dis-
charge/charge condition. Max DoD (%) is the maximum
depth of discharge operations.

As can be seen from the chart, there are sharp differences
among various ESDs. Super-capacitors (SC) have high
power density, long lifetime cycle, high energy efficiency
and depth of discharge (DoD). These advantages allow SCs
to deliver large transient power. However, the SC has sig-
nificant capital expense as mentioned above. Most charac-
teristics of Flywheels (FW) are similar to SC, but it has the
highest self-discharge rate. Therefore, FW is usually used
for managing the brief interlude between the outage and
generator start-up. Compressed air-based energy storage
(CAES), has a relatively high specific energy but a low spe-
cific power, implying that it is better suited for holding a
large amount of energy as long as this energy does not need
to be discharged very fast. Lithium batteries (LI) has a high
energy density, which facilitates it can provide the same
energy capacity in a small volume. With the low cost and
mature technology, Lead-acid batteries (LA) are the most
commonly used ESD in datacenters, but many power and
energy related characterizations are relatively low as show
the red rectangle in Fig 5. Therefore, these ESDs offer very
different trade-offs among the characterizations, which sug-
gests that employing a combination of ESDs may allow
higher efficiency

Taking batteries and SCs as a case of hybrid ESD, we first
build up an energy storage characterization test-bed which
consists a group of SCs (Maxwell 16V, 600F [54]) and LA-
batteries (12V, 4AH). The batteries are connected to multiple
servers by different relays. All the batteries are shared by
the servers. We choose a group of datacenters workloads
from Hibench (Table 1, Section 7) to evaluate the characteri-
zation of energy storage device.

Energy Efficiency Analysis. One of the primary reasons for
using SCs to buffer energy is that they incur negligible
round-trip energy loss [37]. The energy efficiency of energy
storage device can be calculated as below:

hESD ¼
P

ENERGY dischargeP
ENERGY charge

� 100%: (3)

In Eq. (3),
P

ENERGY discharge is the total energy that is dis-
charged from battery,

P
ENERGY charge is the total energy

that is charged to battery. Our experimental measurements
indicate that SCs can achieve 90-95 percent round-trip energy
efficiency, as shown in Fig. 3. In contrast, lead-acid batteries
have less than 80 percent efficiency even in the best case in
our experiments. The energy efficiency calculation is based
on detailed battery charging and discharging logs collected
fromour test-bedwith different server power demands.

In fact, the efficiency of batteries can be even worse,
depending on their usage patterns. There is a so-called recov-
ery effect: batteries cannot release all of their stored energy in
a one-time, high-current discharging–part of the stored
energy seems to be “lost”. During periods of no or very low
discharge (by throttling server power demand), they can
recover the energy “lost” to a certain extent [55]. Fig. 3 shows
our characterization of different discharging scenarios with
one, two and four servers, which reflect different power
demands and battery discharging currents. The one-time dis-
charging efficiency of the lead-acid battery decreases as we
add more servers (i.e., increase the power demand). Given
additional discharge cycles and enough recovery time, the
battery efficiency can increase significantly (i.e., by 6�24 per-
cent). However, this does not mean that one should always
cap load power demand and wait for the battery to recover.
This is because the energy waste due to server on/off cycles
can be significant (i.e., account for nearly half of the recovered
energy). Therefore, to improve energy efficiency, it is wise to
use SCs to dealwith powermismatching.

Charging and Discharging Comparison. Batteries and SCs
manifest completely different charging/discharging fea-
tures as battery stores energy electrochemically while there
is no chemical reaction in SCs. SCs can be charged very fast
without the limitation of upper-bound charging current,
but neither does battery. We compare different discharging
scenarios of batteries and SCs with different numbers of
servers (Fig. 4). Our results show that the SC discharging
voltage shows linearly declining trend irrespective of power
demands. However, batteries exhibit a sharp voltage drop
in light of large power demands since the chemical reaction
process in batteries is slow and cannot release more power
with a short time period. When handling power

Fig. 2. Comparison of different ESDs.

Fig. 3. Energy efficiency (1, 2, and 4 is the number of servers).
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mismatching, the large peak power demands may cause
battery voltage to transiently drop, which poses serious
threat to server uptime. Therefore, it is important to avert
using batteries to handle the large peak power mismatches.
On the contrary, with the linear discharging properties, SCs
are more stable and controllable for those scenarios.

4.2 Implications and Key Design Concerns
Based on the characterization above, it is obvious that no
single type of ESD can provide a one-size-fits-all solution,
but hybrid energy buffer has the opportunity to make the
best use of their merits and overcome the limitations. In this
paper, we leverage SCs and lead-acid batteries to constitute
hybrid energy buffer for improving the dependability and
efficiency of green datacenters. SCs can deliver high dis-
charge current needed for dealing with large power mis-
matching while being recharged quickly between the events
with high energy efficiency. However, the current cost of
SCs is still high for large-scale deployment in datacenters.
Inexpensive and conventional lead-acid batteries are
deployed for handling large and mild peak power. Other
ESDs that have similar characteristic to SCs, such as Lithium
batteries, can also be exploited for the hybrid energy buffer.
Nevertheless, in this study, we emphasize the scheme of
dependable and efficient power system using hybrid and
hierarchical energy buffers for emerging datacenters.

According to the hybrid energy buffer, how to effectively
allocate different ESDs to handle various power mismaching
is still a significant challenge. With our test-bed, we further
perform experiments to explore how to jointly utilize hybrid
ESDs to power servers. We first vary the number of servers
assigned to the batteries and SCs to measure the maximum
server runtime with constant power demands. In the experi-
ments, whenever one energy storage device is depleted, the
other will take over the entire load immediately via power
switches. As Fig. 5 shows, Y-axis is the maximum server run-
time, X-axis is the ratio of SCs and Batteries. There is an opti-
mal load assignment that can provide the longest
discharging time. It is clear that one should not heavily rely
on either SCs or batteries. For example, by assigning heavy
load on SCs, the server cluster runtime (uptime) can be
decreased by 25 percent on average. Therefore, we should
identify an optimal ratio to assign servers that powered by
batteries or SCs formaximizing the server runtime.

The challenge of such load power assignment is that there
is not a fixed optimal operating point under different total
capacity of heterogeneous energy buffers and the time-vary
shape of power peaks. The optimal server assignment actu-
ally depends on the current capacity of the heterogeneous

energy buffers and the time-vary shape of power peaks.
Therefore, we should dynamically identify the optimal oper-
ation point to distribute appropriate loads among different
energy storage devices upon a powermismatching event.

5 HHEB ARCHITECTURE ANALYSIS AND DESIGN

In order to effectively utilize various energy storage devices,
we first study the ESD provisioning architecture in datacen-
ters. We then analyze the pros and cons of leveraging cur-
rent energy storage system to handle power mismatching.
At last, we propose our HHEB power provisioning architec-
ture in detail.

5.1 Current Energy Storage Architecture Analysis
Many research efforts focus on optimizing ESD power
delivery topology to enhance datacenter power efficiency.
The centralized (Fig. 6a) and distributed (Fig. 6b) topologies
are two primary energy storage architectures in datacenters
currently. In a centralized battery energy storage system,
the UPS battery system locates on the critical path between
the Automatic Transfer Switch (ATS) and the Power Distri-
bution Units (PDU). When used to deal with the peak
power mismatching (similar to [8]), it can only provide load
shifting for the entire datacenter but cannot handle the peak
shaving in a fine-grained manner. Moreover, the centralized
UPS system commonly works online and always performs
double converting (AC-DC-AC), which leads to 4-10 percent
power losses [29].

Currently, IT giants such as Google, Microsoft and
Facebook have explored the distributed power topo-
logy (Fig. 6b) in their datacenters. For instance, Facebook
employs a cabinet of batteries for every 6 racks, or a total of
180 servers [56]. Their design is scalable in rack level and
allows datacenters to shave peak power by using a fraction
of the installed batteries. To avoid power double converting,
it needs customized servers that support DC power. Google

Fig. 5. Discharge duration comparison (S/B ¼ m/n means m servers
powered by SCs and n servers powered by batteries).

Fig. 4. Comparison of SC and battery discharging.

Fig. 6. The different energy storage system architectures in datacenters.
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mounts a battery in each server after Power Supply Unit
(PSU) [57]. This design can completely avoid the battery
double converting energy loss when shaving the peak
power mismatching [29]. However, each server is assigned
to a dedicated battery and multiple servers cannot share
battery energy with each other to assist peak shaving. Fur-
thermore, as the batteries are deployed in the inner chassis
of servers, they are constrained by limited capacity. Note
that both of the existing designs for datacenters are exclu-
sively based on the homogeneous batteries and inevitably
suffer the drawbacks of battery. Fig. 6c depicts our hybrid
energy buffer topology, which provides opportunities to
employ the pros and evade the cons of batteries and SCs
when handling the power mismatching. The power switch
based control enables datacenters to dynamically determine
the distribution of server power demands between batteries
and SCs. The batteries will offer bulk energy to the load
since they can deliver large amount of energy slowly over a
longer period of time while the SC pool will handle the tran-
sient peak power mismatching since they can be charged
and discharged quickly.

5.2 HHEB Power Architecture Design
To improve the energy efficiency and dependability of data-
center power system, we propose the HHEB power provi-
sioning architecture, as shown in Fig. 7a. The hybrid energy
buffers are deployed in three layers of datacenter power dis-
tribution hierarchy. HHEB1 is deployed in the PDU hierar-
chy. HHEB2 and HHEB3 are respectively deployed at the
rack and server level. The renewable/utility power charges
ESDs of different HHEB hierarchies when the load power
demands are lower than the provisionedmain power budget.

The HHEB central controller is a key decision-making
component that controls the power allocation of the three
hierarchies. Fig. 7b shows the zoom-in view of HHEB archi-
tecture in server hierarchy. It includes two groups of ESDs
(batteries and SCs). The power switches (PS) route energy
from ESDs to different servers. The voltage & current of ESDs
collected from sensors are transmitted to the Local Control
Unit (LCU). The PS states (i.e., ON/OFF) as well as all the
server power demands information (measured by the Intelli-
gent Power Distribution Unit or IPDU) are transferred to the
LCU too. LCU sends the above state feedbacks to HHEB cen-
tral controller that makes operation decisions and sends com-
mand signals to LCU for controlling each power switch to
distribute different energy sources for each server. Both the
ESD architectures of the rack and PDU hierarchy are the same
with the server hierarchy above. The energy allocation of the
three hierarchies is coordinately managed by the HHEB cen-
tral controller. In our current implementation, the HHEB

central controller is a low-power server that hosts our power
management algorithms, such as dynamic scheduler, opti-
mizer, etc. It contains various power management APIs, e.g.,
power allocate (BATTERY n, SC m, SERVERS k) controls hybrid
energy allocation for different servers; switching (RELAY i) turns
the power switch (PS) ON/OFF; charging (BATTERY n, SC m)
and discharging (BATTERY n, SC m) control the energy transfer-
ring; and SoC (BATTERY n, SC m) monitor the power state of
ESDs; DVFS (SERVERS k) tunes the server power demands.
TheseAPIs provide basic functions for theHHEBpowerman-
agement framework.

Compared with the flat and single-tier energy buffering
architecture, HHEB manifests two significant advantages:
(1) According to the various power mismatching character-
izations in different datacenter power hierarchy, we can
deploy different ESDs in each HHEB hierarchy to improve
the efficiency of peak power handling. For example, using
energy storage devices such as batteries and supercapaci-
tors to make up for short duration power shortfalls caused
by the power surges in server hierarchy. Fuel cell or CAES
can be deployed in the rack or datacenter hierarchy for han-
dling the slow and longer power mismatching. Note, the
Fuel and CAES deployed different hierarchy of HHEB will
be studied in our future work. In this work, we focus on the
batteries and SCs. (2) the relays in different hierarchies can
quickly assign the energy pool to different load, which can
avoid workload performance degradation cause by work-
load/VMmigration or balance.

6 HHEB POWER MANAGEMENT FRAMEWORK

In this section, we present power management framework
of HHEB, which primarily integrates power mismatching
prediction, dynamic load assigning, energy buffer optimiza-
tion and hierarchical energy buffer management policy.

6.1 Problem Formulation
At the beginning of each control interval, the controller
obtains the current available capacity of ESDs (DSC and
DBA) based on the feedback information from sensors
(Note that we here take batteries (DBA) and SCs (DSC) as a
case of hybrid ESDs). We assume the total power mismatch-
ing during the control interval is DPM. We define R� as the
ratio of servers powered by SCs, therefore, the number of
server powered by SCs is NumS �R�, where NumS is the
total number of servers. Likewise, the number of server
powered by batteries is NumS � ð1�R�Þ. The controller
assigns the energy buffer based on the above four variables
(DBA,DSC, DPM, and R�) to handle the peak power mis-
matching events. The energy efficiency (EE) and server

Fig. 7. (a) An overview of HHEB architecture in datacenter. (b) Zoom in view of HHEB architecture in server hierarchy.
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downtime (SD) at the end of each control interval (t) can be
calculated based on the four variables:

ft : DBA;DSC;DPM;R�ð Þ ! SD;EEð Þ (4)

SD ¼
XT
t¼0

DuðtÞf½ðDBAþ DSCÞ � DPM� < 0g (4-1)

EE ¼ DBAdischarging þ DSCdischarging

DBAcharging þ DSCcharging
� 100%: (4-2)

In Eq. (4-1), SD (Server Downtime) is calculated by the
aggregated duration (Du(t)) which reflects the total stored
energy in batteries (DBA) and supercapacitors (DSC) is less
than the energy of power mismatching (DPM). In Eq. (4-2),
EE is the overall energy efficiency of hybrid energy buffers
which is calculated by aggregated discharging and charging
energy from battery (DBA) and supercapacitors (DSC). As
the values of DBA and DSC are not fixed during each power
mismatching period, our power management goal is to mini-
mize the SD and maximize the EE by adjusting the ratio of
energy allocation. The two optimization goals (SD and EE)
are not conflicted but interactional.Wewill solve the problem
by constructing a dynamic load scheduling and balanced pol-
icy, an optimized energy allocation method, and a hierarchi-
cal energymanagement scheme and continuously optimizing
in the whole lifetime of energy storage device, which can effi-
cientlyminimize SD andmaximizeEE simultaneously.

6.2 Dynamic Load Scheduling for Hybrid ESDs
A key problem in the design space of HHEB is how to
assign heterogeneous buffers to the most appropriate load.
If we fixed the heterogeneous energy pool and perform load
balance, the load migration may easily cause workload per-
formance degradation. HHEB dynamically distributes bat-
teries and SCs to shave various power peaks in each
timeslot (Similarly to general power control time-slot, we

set the default value of time-slot is 10 minutes. Longer time-
slot duration may aggravate the effectiveness of prediction
error). Fig. 8 shows the power management framework.

Prediction. To identify the average peak power char-acte-
rization (e.g., small peaks or large peaks) of next time-slot,
we employ time series prediction (TSP) method [58] to pre-
dict the peaks of each hierarchy. Specially, we leverage the
classical triple exponential prediction (Holt-Winters expo-
nential prediction) algorithm [59] to periodically predict the
power demands, which can analyze the nature of the his-
tory and current data, extract meaningful statistics trend
and predict future values. The algorithm maintains two
groups of series data: the peak power and valley power. It
predicts the peak power demands (Ppeak) and valley power
(Pvalley) of next time-slot. The difference of Ppeak and Pvalley

( DPM¼ Ppeak � Pvalley) is the net amount power that needed
from the energy buffers. Note that we select a time series
prediction method that is effective for the datacenter power
consumption patterns, but any sophisticated prediction
approaches can be integrated into our power management
framework. Since the prediction interval is 10 minutes, the
power value in different timeslot also means the energy
demand information.

Small Peaks Handling. When the average height of pre-
dicted power mismatching is mild and the duration is short,
the power management controller treats the batteries and
SCs as a two tier energy storage system. Either batteries or
SCs can handle these small peak power mismatches. In order
to enhance energy efficiency, the controller preferentially
assigns all loads power on SCs (R� ¼ 1). This is because SCs
have much better roundtrip energy efficiency and they can
be swiftly charged and discharged without degradation.
Only when all the SCs are used up, the controller will turn on
all the battery relays and assign all server loads on batteries
( R� ¼ 0) to compensate the energy shortages. In brief, SCs
are aggressively used to handle the small peak power
mismatching for high energy efficiency while maintaining
minimal server down time by employing batteries as supple-
ment during the interval when SCs are used up.

Large Peaks Handling. The power management controller
treats batteries and SCs as a unified energy buffer when the
predicted average peak power mismatching is significant
and the duration is long (large peaks). In other words, the
controller schedules all the loads on batteries and SCs
simultaneously to jointly shave peaks.

To maximize energy efficiency and minimize server
downtime, we should carefully allocate an optimal R�

(0 < R� < 1). To this end, the power management control-
ler maintains a power allocation table (PAT) for its hybrid
energy buffers. This table specifies initial and coarse grained
load assignments on batteries and SCs. Each entry of the
power allocation table contains the available energy levels
of the battery and SC pools, power demands and the server
ratio that indicates the fractional servers powered by SCs
and batteries. The initial value of each entry is obtained
via profiling in a pilot scheme like Fig. 6. The profiling val-
ues in the table are not fixed all the time, and they can be
optimized and updated (detailed in Section 6.3). Algorithm 1
shows the pseudo code of the server loads assignment
(Lines 1-11). Based on the available energy buffer and pre-
dicted average power mismatching value at each time-slot,
the controller can find the energy allocation ratio R� or
similar R� in the PAT and dynamically control the on/off

Fig. 8. An overview of HHEB power management framework (includes
prediction, small/large peak handling, valley power charging, and hierar-
chical energy buffer management).
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power switches to assign different ratio servers powered by
SCs or batteries. However, as it cannot profile all scenarios
of available energy buffer and power demands, the number
of entries in PAT is limited. Therefore, it may be difficult
to find an optimized energy allocation ratio R� in such
initial PAT.

Algorithm 1. Large Peak Power Mismatching Handling
and Energy Dispatch

Input: Current SC capability: SCinitial, Batter capacity: BAinitial

and predicted powermismatchingDPMðDPM ¼ Ppeak� PvalleyÞ;
Output: The energy allocation scheme and ratio R�

1. Obtain current SC capacity: SCinitial, Battery capacity:
BAinitial, and predicted power mismatching DPM
ðDPM ¼ Ppeak � PvalleyÞ;

2. For table index ¼ 1 to n // search the look-up table PAT
3. If (SCindex ¼¼ SCinitial && BAindex ¼¼ BAinitial &&

Pindex ¼¼ DPM)
4. find_index ¼ index;
5. End
6. End
7. If (find_index ¼¼ 0) //does not find a matched entry
8. find_index ¼ Similar(SCinitial,BAinitial, DPM); //search the

most similar value
9. End
10. Server ratio R� ¼ R�ðfind indexÞ; //Find the ratio in PAT;
11. Allocate different numbers of servers to SC and BA based

on R�;
12. Collect running results at the end of the time-slot.
13. If (index ¼¼ 0) //new entry (new energy buffer capacity & power

demand)
14. Round(SCinitial, BAinitial, P ); //format data, P is the

actual power demand
15. Add {SCinitial, BAinitial, P , R�} to the PAT look-up table;
16. Else //update the existing entry of the PAT table
17. if (SCend=BAend > SCinitial=BAinitial)
18. R� ¼ R� þ Dr;//SC receives increased server assignment
19. Else If (SCend=BAend < SCinitial=BAinitial)
20. R� ¼ R� þ Dr;//BA receives increased server assignment
21. End
22. Update {SCinitial, BAinitial, P , R�} in the PAT look-up

table;
23. End

6.3 Optimizing Energy Buffering Allocation
As mentioned above, the PAT table cannot always guaran-
tee the optimal load assignment results because (1) the lim-
ited profiling data are based on a pilot run and can be less
accurate, and (2) with the battery and SC aging, their ability
of handling power mismatching will decline. Therefore, the
table needs to be dynamically updated.

To ensure effectiveness, the controller updates the PAT
table during runtime. ALGORITHM 1 shows the pseudo
code of the optimization operations (Lines 12-23): (1) add-
ing new entries into the table, and (2) updating the existing
entry. It first collects the running results at the end of the
time slot, which includes the real power mismatching
value and server load allocation ratio of current time slot.
When adding a new entry, the results are formatted and
become coarse grained to avoid too many entries in the
table. When updating the existing entry, the controller
checks the remaining capacity in SCs and batteries. If the

actual battery capacity decline rate (Line 17) is faster than
expected (e.g., due to internal wear-out, batteries were
assigned too much load and have higher discharge rate
than SCs), the controller will increase the load ratio by
Dr ¼ 1% (default value) to increase the usage of SCs in
future allocation. If the actual battery discharging rate is
slower (Line 19) than expected, HHEB system will reduce
the load ratio to decrease the usage of SCs. This optimiza-
tion operation is to balance the using of SCs and batteries
for minimum server downtime.

6.4 Hierarchical Energy Buffer
Management Algorithm

When there is insufficient energy in a single layer of ESD for
power mismatching handling, we will leverage the hierar-
chical ESD energy management strategy to assist the power
mismatching handling (Algorithm 2).

We first combine the three separated ESD hierarchies
(server layer, rack layer and PDU layer) into two group of
ESD units (Server-Rack unit and Rack-PDU unit). Each ESD
unit includes a parent layer and a child layer. The ESD energy
in parent layer can be distributed to handle the small/large
peak power mismatching appeared in child layer. For the
small peaks handling, we preferentially assign SC energy in
parent layer to compensate the energy shortage of child layers
for high energy efficiency. If the SCs are used up, the batteries
energy of parent layers will be tapped into the child nodes.
For the large power mismatching handling, the SCs and
batteries in parent layer are jointly utilized to compensate
the energy buffer in child layer for high energy availability.
According to the energy allocation ratio (R�) in the child layer,
SCs and batteries in the parent layer are simultaneously
tapped into the child nodes for the large peak handling.
When there is a slack in power usage, the hierarchical ESDs
will be recharged in sequence. The SCs in child hierarchy
are given higher priority to be recharged. Then, the batteries
in the child layer will be recharged. If all the ESDs in the
child layer have been recharged to their full capacity, the
SCs and batteries in parent hierarchy will be recharged
in turn.

According the Algorithms 1 and 2, we can see that SCs
are preferentially employed for peak power shaving,
which is because SCs have higher self-discharging cur-
rent than batteries. With frequent charging/discharging
operations, the self-discharge effect of SCs can be effec-
tively mitigated.

7 EVALUATION METHODOLOGY

Webuild a scaled-down prototype to evaluate our design and
power management framework based on the proposed
HHEB architecture. As shown in Fig. 9, the platform includes
several small and large batteries/SCs connected by relays to
power different servers. There are six two-way relays in our
prototype which can simultaneously connect to six servers.
The servers are mounted on the rack and respectively con-
nected to IPDU. The IPDU can switch ON/OFF server power
supply, report the server power draw every second and send
it to the controller by SNMP commands over the Ethernet.
Any power management algorithm can be integrated in the
controller tomonitor and control all components in our proto-
type. The platform also allows hierarchical deployment of
various ESDs. With the rerouting cables and power switches,
we can easily deploy batteries and SCs in rack or PDU
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hierarchy to fully evaluate the design of our hierarchical
energy buffer technology (notes, the small batteries and small
SCs are deployed in the PDU level,which is a 24V ESD system
and their total capacity is 35Ah. The large batteries and SCs
are deployed in the Rack level, which is a 24V ESD system
and the total capacity is 200Ah). Our platform can be
deployed in either conventional power under-provisioned
datacenters or renewable energy powered datacenters to han-
dle the powermismatching.

Algorithm 2. Energy Coordination in Different ESD
Hierarchies

Input: The available capacity of battery and SC in different
hierarchies of datacenter.

Output: The power supplied of ESD from the parent node.
1. Leveraging ESD nodes to handle small peaks in the child

hierarchy
2. If (

P
PESD childmod es < Pdemand)//current ESD energy cannot

cover all the server power demand
3. Using the SCparent energy in the parent hierarchy to shave

the small peak ;
4. If (SCparent < 0) //if the SC energy is not enough for

the peaks
5. Using the Batteryparent in the parent hierarchy to

shave the small peak;
6. End
7. Leveraging ESD nodes to handle large peaks in the child

hierarchy
8. If (

P
PESD childmod es < Pdemand)//current ESD energy cannot

cover all the server power demand
9. Jointly using the SCparent and Batteryparent in the parent

hierarchy to shave the large power peak ;
10. PSC ¼ R� � Pdemand;PBattery ¼ ð1�R�Þ � Pdemand; //eney

allocation for battery and SC
11. End

We choose various datacenter workloads from Hibench
[60] and CloudSuite [61]. Hibench contains nine typical
Hadoop workloads (including micro benchmarks, HDFS

benchmarks, web search benchmarks, etc.). Cloud-Suite
benchmarks are based on real-world software stacks and con-
sist eight popular applications in today’s data centers. As
shown in Table 1, we select eight workloads from five classi-
fied categories. Within each experiment, a workload can be
executed iteratively.

Our server system kernel can be configured with the on
demand frequency scaling governor. We can set the low
frequency as 1.3GHz and the high frequency as 1.8 GHz. To
fully evaluate our peak power management policies, we
divide the eight workloads into two groups, one group runs
on the high frequency and the other group runs on the low
frequency. In this way, we can construct two general peak
shapes (small peaks and large peaks, which is defined based
on different datacenter power demand) to fully evaluate
our power management policies. Note that our method is
similar to [8].

In our experiments, the controller can collect the utility
power consumption of all the servers via IPDU. We set a
maximum power drawn from utility budget, e.g., 260 W.
Whenever the server power demands exceed 20 percent of
the utility power budget (peak occurs), we treat the peaks
as large peaks. Otherwise, when the overload demands are
less than or equal to 20 percent, we treat the peaks as small
peaks. The controller would tap into the energy stored in
the energy buffers. Oppositely, the remaining energy can
charge energy buffers when the server power demands are
lower than the budget.

8 EXPERIMENTAL EVALUATION

This section evaluates the benefits of provisioning hybrid
and hierarchical energy buffers in datacenters. To be more
specific, we evaluate the HHEB design in two steps. First,
we compare the performance of hybrid energy buffer (HEB)
with five kinds of power management schemes as summa-
rized in Table 2. Second, we further evaluate the benefits of
hierarchical energy buffering technology. As shown in
Table 2, BaOnly is a representative peak power manage-
ment technique similar to prior work [8], which only uses
homogeneous Lead-acid batteries to shave peak power
because lead-acid batteries account for over 97 percent of
industry batteries [1] and they are widely deployed in data-
center due to their technical maturity, low cost, and easy
maintenance. Note that with BaOnly, the servers are still
mainly powered by utility grid when there is no peak
power. Although BaFirst and SCFirst both use hybrid

Fig. 9. Full-system prototype of HHEB - a hybrid and hierarchical energy
storage research platform.

TABLE 1
The Evaluated Workloads [63], [64]

Workloads (Abbr.) Category Peak

Page Rank Algorithm
of Mahout (PR)

Web Search Benchmarks Large Peaks

Word Count Program
on Hadoop (WC)

Micro Benchmarks

Data Analysis (DA) CloudSuite Benchmarks
Web Search (WS) CloudSuite Benchmarks
Media Streaming
(MS)

CloudSuite Benchmarks Small Peaks

Dfsioe (DFS) HDFS Benchmarks
Hivebench (HB) Data Analytics
Terasort (TS) Micro Benchmarks
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energy buffers, they lack intelligent server allocation policies
and only employ a prioritybased method to handle power
mismatches. TheHEB-F andHEB-S are two na€ıve implemen-
tations of HEB. The HEB-F assigns the heterogeneous energy
buffers to different servers based on the power demand
information of last time-slot. The HEB-S assigns load power
based on a static profiling table that has limited entries. The
HEB-D is our proposed dynamic and optimized power man-
agement framework.

The purpose of comparing HEB-Dwith HEB-F andHEB-S
is to understand the impact of reduced prediction error rate
on performance improvement. To fairly compare the perfor-
mance of battery only and hybrid energy buffers, their total
capacity is set to the same by configuring the small and large
SCs and batteries in the prototype (the initial ratio of SCs and
batteries is 3:7). Note that this study mainly compares sys-
tems with equal storage capacity (so that they have the same
worst-case emergency handling capabilities). The reason
whywedid not compare “equal size” or “equal cost” systems
is that they are technology-/vendor- dependent. The capacity
of SCs has a direct impact on the performance and lifetime of
our systems. For “equal-cost” and “equal-size” designs, it is
very hard to tell if the improvement is a result of our optimi-
zation scheme or a result of the capacity change due to differ-
ent SC technologies.

8.1 Prototype System Running Profiling
We capture a piece of system running profiling trace from
our prototype as shown in Fig. 10. The dashed line is the
fluctuant solar power supply and the black line is the work-
load power demand. The dotted line shows the hybrid
energy buffer allocation ratio Rl. Y-axis (left) is the scale of
power and the secondary Y-axis (right) indicates the scale
of Rl. X-axis is the control duration. Every point in the
X-axis represents each time-slot. We can see that the ESD
energy allocation ratio Rlobviously varies with the variation
of power mismatching. The larger value of Rlmeans more
SC energy is allocated to shaving the power mismatching.
When the power demand is less than the power supply,
the ESD will be recharged and the ratio will stop varying.
Actually, the variation of Rlin each time-slot is different
because the available capacity of ESD is different and the
self-optimization algorithms will adjust the ratio in each
time-slot based on the ESD state.

8.2 Efficiency Improvement: Energy Efficiency
and REU

The energy efficiency includes the ESD discharging efficiency
and renewable energy utilization. The energy efficiency is an
importantmetric for the emerging ESD powered datacenters.

Energy Efficiency Comparison. To improve the efficiency of
energy storage systems, one must carefully assign and utilize
both SCs and batteries to obtainmaximal energy efficiency.

Fig. 11 shows the overall energy efficiency measurement.
Compared to a conventional battery-only power provision-
ing scheme, the heterogeneous energy buffers yield a visible
efficiency improvement. The reason why BaFirst is very
close to a battery only design is that BaFirst always charge/
discharge battery first which reduces the chances of SCs uti-
lization. If we always discharge the SC first, we can greatly
reduce energy loss such as SCFirst, but when the SCs are
depleted, batteries would have to handle all the high cur-
rent drawn which still leads to efficiency degradation.
Therefore, employing load-aware assignment to balance the
usage of SCs and batteries can achieve better efficiency
improvement (e.g., HEB). The energy assignment of HEB-F
is based on the former power demand information which is
a na€ıve prediction scheme and may lead to incorrect energy
assignment. The errors in prediction decrease energy effi-
ciency. The HEB-S often makes a suboptimal energy assign-
ment as it only has a coarse-grained profiling table. In
contrast, HEB-D can achieve better energy efficiency. In
addition, HEB-D manifests higher efficiency on both small
peak workloads (as SCs are preferentially used) and large
peak workloads (as loads are dynamically allocated with
energy between batteries and SCs) via our proposed policy.

Renewable Energy Utilization Comparison. We also present
the benefit of hybrid energy buffer provisioning in light of
renewable powered data centers. As mentioned in Section
3, it is critical to improve the renewable energy utilization
(REU) for storing more green and clean energy to handle
power mismatches in renewable datacenters. Compared
with pure battery equipped systems, SCs can absorb renew-
able energy without upperbound of charging current, which
can achieve more energy utilization. We tap into solar

TABLE 2
The Evaluated Power Management Schemes

Schemes Architecture Method description

BaOnly Battery only Only use battery to handle power
mismatch

BaFirst Hybrid
(BatteryþSC)

Discharge batteries first, then SCs if
the capacity of batteries are empty

SCFirst Hybrid Discharge SCs first, then batteries
HEB-F Hybrid Load-aware assignment based on

power demand value of the last time-
slot

HEB-S Hybrid Load-aware assignment based on
statics and limited profiling informa-
tion

HEB-D Hybrid Load-aware assignment based on our
dynamic and optimized power man-
agement framework

Fig. 10. Prototype system running profiling of HHEB.

Fig. 11. Energy efficiency comparison of different power policies.
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power to our prototype system instead of utility power to
evaluate the REU. Note that we have a small solar genera-
tion system on the roof of our Lab, which can provide real
solar power for our experiments. The results show that only
if introducing SCs to the energy buffer, the REU can be sig-
nificantly improved (e.g., BaFirst, SCfirst and HEB). As
BaFirst gives the first priority to batteries, it may lose some
chances to absorb renewable energy with large charging
current. SCFirst and HEB always utilize SC first to absorb
renewable energy; they have very similar REU (Fig. 12), and
all of them improve the REU about 81 percent on average
compared with the pure batteries provisioning scheme.

8.3 Dependability Comparison of Different
ESD System

Battery Lifetime. Battery lifetime is related with the mean time
to repair (MTTR) of battery in ESD system. The longer life-
time means drastic reductions in MTTR. One of the original
intentions of introducing SCs as hybrid energy buffers is to
protect batteries from large current discharging and prolong
their lifetime. We use the Ah-Throughput Battery Lifetime
Model [62] to present the anticipated battery lifetime based
on detailed battery usage logs. As shown in Fig. 13, the SC
preferential power management policy has more battery life
cycle since batteries are used as backup (e.g., SCFirst and
HEB). The HEB has better battery lifetime improvement as it
only uses SCs to shave small peaks and jointly utilizes SCs
and batteries to shave large peaks for protecting batteries
from large current discharging. The HEB-D can improve the
battery lifetime by 4.7X compared to the BaOnly scheme.
Compared to the lifecycle of SCs, battery lifetime is the bottle-
neck of heterogeneous energy system lifespan. Longer bat-
tery lifetime implies lower replacement and maintenance
cost of HEB.

ServerDowntime. In our experiment, server down-time is the
aggregated time during which server power demands exceed
power budget but the energy buffers do not have enough
power to shave the peak.We chose the least recently used serv-
ers to shut down when we have to. Note that in this paper we
do not use other control knobs such as DVFS for directly com-
paring the dependability of different ESD power management
schemes. In the real datacenter, one can put servers into low-
powermodes or performVMmigration to avoid peaks as well
as the long restart-up time. Therefore, our evaluation of server

downtime reflects the average availability yielded by a power
management scheme. To compare the server downtime of dif-
ferent power management policies, we intentionally lower the
utility power budget to trigger server downtime. Due to the
Peukert law’s effect, it is difficult to adopt BaOnly to handle
the large peaks. Doing so may lead rapid drop of battery volt-
age, especially when the batteries have low SoC (State of
Charge). The server downtime can be mitigated with inte-
grated SCs in the ESDs (Fig. 14). As can be seen, HEB can
always maintain the longest discharging duration by dynami-
cally adjusting the server assignment between SCs and batter-
ies. The HEB-D can reduce more server downtime (41
percent), especially for the large peakworkloads.

The Availability of Hierarchical Energy Buffer. Based on our
prototype system, we reconfigure the power relays to build
a layered energy buffer system with SCs and batteries. We
then evaluate the benefits of hierarchical energy buffering
technology. According to the hierarchical energy dispatch
strategies, we can dynamically allocate the ESD energy in
different layers to handle various power mismatching.

Based on the statistics of workload power traces, we find
that the power peaks in different hierarchies show different
characterizations. The power peaks are small and dense at
the server-hierarchy, as shown in Fig. 15. At the rack-hierar-
chy, the peaks are large and sparse, which because multiple
power demands from server-layer may overlapped together
at rack layer, as shown in Fig 16. Based on the different char-
acterizations at different layers, we can provisioning corre-
sponding ESDs to handle different peaks for high energy
efficiency, we further can adaptively dispatch available
energy to different layers for compensating energy lack.

We evaluate the energy compensation effects from SCs in
parent hierarchy to batteries in child hierarchy as shown in

Fig. 12. Renewable energy utilization of different power policies.

Fig. 13. Battery lifetime comparison of different power policies.

Fig. 14. Server downtime comparison of different power policies.

Fig. 15. Peak characteristics at server-hierarchy.

Fig. 16. Peak characteristics at rack-hierarchy.
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Fig. 17. At the beginning (time T0), only batteries are
employed to shave peak power mismatching, which leads
to battery voltage drops quickly from 24.9V to 23.8V. Then,
the SCs in the parent hierarchy of HHEB are discharged for
batteries charging during D2 (time T1 to T2), which evalu-
ates the energy compensation effects from the ESD in parent
hierarchy to the ESD in child hierarchy (Section 6.4). As the
battery and SC are reached to the same voltage, they are dis-
charged for load simultaneously when power peaks appear
(D3: T2 to T3). After the duration D3, the voltage of batteries
reached to 23.8V again, which is the same with the voltage
of only utilizing batteries to shave peaks before. We can see
that the battery availability is effectively extended by 3.2X
(D3/D1) because of the energy compensation from the par-
ent hierarchy. The improvement of availability is related to
the capacity of ESD in different power hierarchies.

The benefit of hierarchical ESD technology can compensate
the urgent energy requirement of different ESD hierarchies,
while enabling flexible energy provisioning and adaptive
peak power shaving. Moreover, compared with the single-
tire placement of ESD, placing ESDs in multiple hierarchies
can effectively improve the availability of ESD system.

8.4 ESD Capacity Variation Discussion
We evaluate the impact of different capacity provisioning for
heterogeneous energy buffers. First, by keeping the constant
total capacity of the energy buffer, we adjust the capacity ratio
between SCs and batteries. In detail, we adjust the Depth-
of-Discharge (DoD) of energy buffers to generate different
capacity ratios for batteries and SCs. For example, given
8Ah battery, we set the targeted DoD level as 60 percent. Its
useable capacity is 4.8Ah (8Ah�60 percent). Our controller can
disable the utilization of batteries once it hits its DoD thresh-
old. We iteratively run the eight workloads with HEB-D
power scheme and respectively obtain the average perfor-
mance of energy efficiency and battery lifetime, as shown
in Fig. 18. The results show that the more ratios of SCs
can obtain better performance improvement. Moreover, the

impact of the capacity ratio is different across the fourmetrics.
The battery lifetime has the most significant improvement
as more SCs can be used to shave peaks. The improvement
of energy efficiency and server downtime gradually becomes
constant.

8.5 Prediction Accuracy Analysis and Discussion
Peak prediction accuracy algorithms affect the effectiveness
of energy dispatching for HHEB system. We evaluate vari-
ous real-world data center traces based on different peak
height (PH), peak width (PW), and peak frequency (PF).
Based on the accuracy statistic results, we find that two key
factors affect the accuracy of peak prediction algorithm:
(1) various peak features. For the mild and wide peaks,
the prediction accuracy of our algorithm can research to
97.8 percent. However, the prediction accuracy will reduce
to 89.5 percent when it predicts the narrow and high peaks.
For the high peaks, the prediction error may lead to severe
energy shortage and controlling failure. However, the
prediction error for the small peaks may not cause energy
shortage if the stored energy in ESDs is enough to shave the
prediction error. Fig. 19 show a typical power trace predic-
tion with our time series prediction (TSP) method. The
prediction accuracy can reach to 92.7percent. (2) Different
durations of time-slot. General energy dispatch time-slot is
10 minutes. Many previous studies have employed a default
time control periods to evaluate their energy dispatch
design. We set the “10-min” as a default value of time-slot.
Longer time-slot duration may aggravate the effectiveness
of prediction error. For the short duration of time-slot, the
prediction error in the timeslot may be alleviated if the
prediction precision recovered in the following timeslot, but
it may cause frequent energy dispatching operations and
lead to unnecessary controlling overhead. Fig. 20 present
the prediction accuracy variation with four different time-
slot (5 Min, 10 Min, 15 Min and 20 Min).

In this study, we leverage the peak power prediction
method to identify the small or large power peak in each
power demand timeslot (e.g., 10 minutes by default). Based
on the prediction result, we decide when to use the power

Fig. 17. Energy availability evaluation for the hierarchical energy dis-
patch strategies.

Fig. 18. The impact of different capacity ratios for efficiency and depend-
ability (m:n is the capacity ratio of SCs & batteries. All the metrics are
normalized to ratio of 3:7).

Fig. 19. A typical workload power trace prediction demonstration.

Fig. 20. Prediction accuracy variation with different time-slot.
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mismatching handling solution for small peaks and when to
use the powermismatching handling solution for large peaks.
If there exists some considerable errors in the prediction, it
will cause that the large power mismatching solution is mis-
used to handle small power mismatching event or the small
power mismatching solution is misused to handle the large
power mismatching event, which may cause lower energy
efficiency.

8.6 ESD Cost Analysis and Comparison
Cost Breakdown. Table 3 shows the cost break-down of our
HHEB prototype. The energy storage devices are the most
expensive components (account for 55 percent of the overall
expenditure). With our existing setup, a HHEB node
powers six servers and its total cost is less than 16 percent
of the server total cost (approximate $4,850).

Return-On-Investment (ROI). We further simulate in light of
under-provisioned power infrastructure, whether it is worth
to invest hybrid energy storage to reduce CAP-EX. Similar to
[6], we define the cost of procuring hybrid energy buffers to
sustain e hours of peaks as e�CHHEB ($/Watt), and the CAP-EX
cost of the power infrastructure to under-provision by Ccap
($/Watt). The ROI for hybrid energy buffer can be calculated
as: (Ccap - e�CHHEB) / (e�CHHEB), where the CHHEB is the total
cost of SCs and batteries. We assume the battery cost Cbat is
300$/KWh and SC cost Csc is 10K$/KWh, as reported in [32],
[37], [38]. The hybrid energy cost is: CHHEB ¼ Cbat

�x þ Csc�y,
where x and y are the ratios of batteries and SCs and we set
x ¼ 0:3 and y ¼ 0:7 based on our prototype. The Ccap is
reported to grow by $10-25 for every provisionedWatt.

We vary a wide range of Ccap from 2 to 20 ($/Watt) and
calculate the ROI in different peak durations as shown in
Table 4. Note that the corresponding cost is amortized dur-
ing the lifetime (e.g., battery: 4 years, SC: 12 years and infra-
structure: 12 years). We observe a positive ROI across most
of the operating regions. This suggests that deploying
hybrid energy buffer is worthwhile.

Gain from Peak Shaving. Utilities often charge data-centers
expensive peak cost [8]. Energy storage buffer can be used
to shave peak power and save the OP-EX cost [6], [8], [32].
We assume a 100KW datacenters deployed with 20KWh
homogenous batteries or hybrid energy buffer (SCs account
for 30 percent and batteries account for 70 percent). The
peak tariff is 12$/kW. Applying different peak shaving
policies to the two types of energy buffers, we compare

their revenues due to peak cost reduction within 8 years, as
shown in Fig. 21. The break-even point (in year) for BaOnly
(battery cost is 300$/KWh) is 4.2 year, similar to [8]. Taking
BaOnly as baseline, we calculate the peak shaving gain of other
three heterogeneous schemes. OurHHEB scheme can improve
energy efficiency and reduce server downtime by 39.7 and 41
percent respectively, which are proportional to the harvested
peak shaving benefit. The breakeven points of BaFirst, SCFirst
andHHEB are 6.3, 4.9 and 3.7 years respectively. Even through
the hybrid energy buffer has expensive initial CAP-EX cost
than battery only buffer, with the highly efficient peak shaving
policy of HHEB, we can earn more than 1.9X revenue from
peak shaving benefit by accumulating and then averaging
the per-year net profit within 8 years. On the contrary, if not
appropriately managed, leveraging hybrid energy buffer may
be less profitable than utilizing homogenous buffer (e.g., the
net profit ofBaFirst is less than that ofBaOnly).

9 CONCLUSION

The state-of-the-art studies have proposed to shave peak
power with UPS batteries for datacenters. To improve the
efficiency and availability issues of previous studies, we pro-
pose a hybrid and hierarchical energy buffer scheme for data-
center to flexibly integrate various ESDs and dynamically
dispatch ESD energy for handling power mismatching. We
first investigate the characterizations of various ESDs. Then,
we further propose HHEB, a novel energy buffering provi-
sioning architecture that enables datacenters to deploy differ-
ent ESDs in multi-hierarchies of datacenter. To efficiently
utilize different energy buffers, we tailored a power manage-
ment framework to intelligently and dynamically assign dif-
ferent ratio ESD energy to server loads for achieving higher
energy efficiency and power dependability when handling
power mismatching events. We further implement a scale-
down prototype from scratch. We evaluate different power
management policies with the prototype and the results
show that HHEB could improve energy efficiency by 39.7
percent, extend UPS lifetime by 4.7X, promote energy avail-
ability by 3.2X, reduce system downtime by 41 percent and
effectively improve the energy availability of various energy
buffers in different hierarchies. HHEB manifests high CAP-
EXROI and is able to gainmore than 1.9X peak shaving bene-
fit during an 8-years operation period.
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